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Introduction  

 With the rise of AI-generated content, misinformation can now spread faster and more 

convincingly. It is crucial to combat this issue, to ensure that users can identify and avoid false 

information. This document aims to go over the interrelation between spreading false 

information and AI-generated content and come forth with recommendations for mitigating this 

pressing issue.  

Definition of Key Terms  

Misinformation  

False or inaccurate information, especially that which is deliberately intended to deceive. 

AI-generated content  

Type of artificial intelligence technology that can produce various types of content, including 

text, imagery, audio and synthetic data.  

Background Information  

 As of 2023-2024, upgraded AI tools can now create highly realistic fake content rapidly and 



inexpensively, demonstrating a threat to information integrity and credibility. Many communities 

have exploited AI’s capability to create generated content, and have used that to spread 

misinformation. The World Economic Forum’s Global Risks Report 2024, released in January 

2024, identified AI-powered misinformation as a primary immediate risk to the global economy 

as well as citizen safety over the next two years. AI-powered misinformation can go over and 

beyond defamation risks, privacy and harassment concerns, as well as reputational damage.  

Major Parties Involved  

China  

China, aiming to be a leader in artificial intelligence, has rapidly developed a comprehensive 

framework for regulating AI, including regulations on AI recommendation algorithms and AI 

systems designed to synthetically generate images and video.  

United Kingdom   

The United Kingdom has been participating in international agreements like the Tech Accord to 

Combat Deceptive Use of AI in 2024 Elections, signed February 2024. In addition, the UK has 

also been proposing a contextual, sector-based regulatory framework based on existing networks 

of regulators and laws, updating their regulations to the advancement of technology.  

European Union  

The EU has taken forward-looking steps to defend against all formations of intentional 

disinformation, including Deep Fakes. They have published a procedure for tackling 

disinformation and stress public engagement to assist people in identifying trustworthy 



information.  

Timeline of Key Events 
Date  Description of Event 

2018-2020  As Deep Fake technologies gained traction, initial detection 

methods began developing, including machine learning algorithms 

designed to spot anomalies like lighting inconsistencies and 

irregular facial movements in videos. These tools focused on image 

and video verification, laying the groundwork for future solutions 

in synthetic content detection. 

2021 - 2022  Platforms began creating specific content policies in response 

to AI-based disinformation. For instance, Facebook and 

Twitter established guidelines on manipulated content, 

including labeling Deep Fakes and synthetic media. The 

European Commission’s strengthened Code of Practice on 

Disinformation also pushed platforms to address these 

emerging risks, particularly around elections. 



2023  The European Union’s Digital Services Act (DSA) mandated 

transparency and responsibility from large platforms to counter 

misinformation risks, especially those from AI generated media. 

As a result, platforms like TikTok, Meta, and Youtube refined their 

policies to distinguish legitimate AI content from misleading AI 

manipulated media. These platforms adopted such strategies such 

as mandatory disclosure labels for Ai generated content and 

formed 

 
 

 alliances like the Coalition for Content Provenance and 

Authenticity to standardize tracking media origin and authenticity. 

2024  As generatie AI technology rapidly advances, platforms adopt 

more specific guidelines. Youtube requires explicit labeling for AI 

generated content, and TikTok automates content labeling for 

synthetic media. There’s an increasing focus on media literacy 

campaigns, encouraging users to be critical of digital content 

sources and recognize synthetic media cues. Additionally, 

voluntary industry frameworks are introduced, particularly for 

election related content, as part of a multi-platform response to 

Deep Fake and misinformation in democratic contexts. 

 
 



Previous Attempts to Resolve this Issue  

There were numerous efforts addressing this global issue however 3 main trials stand out : 

1. Early Detection Tools  

Initial methods were developed to detect Deep Fakes by analyzing pixel and audio 

inconsistencies in videos. These techniques aimed to identify signs of manipulation in AI 

altered media;  

2. Platform Content Policies 
Social media platforms including Facebook and Twitter (X), established content 

moderation policies to label and manage synthetic media, especially for high-stakes 

events like elections;  

3. EU Regulations - Code of Practice and DSA  

The EU introduced the Code of Practice on Disinformation, followed by the Digital 

Services Act (DSA), which mandated transparency and content labeling requirements for 

large online platforms.  

Possible Solutions to Resolve this Issue  

1. Targeting Deep Fakes  

Passing laws addressing Deep Fakes, or creating comprehensive federal legislation to 

create stricter laws regarding AI-generated content;  

2. Criminalizing Deep Fake misinformation  



Criminalizing/penalizing the practice of creating Deep Fakes for misinformation 

purposes;  

3. Transparent AI development  

Promoting transparency, accountability, and fairness in AI systems, as highlighted by 

UNESCO's Recommendation on the Ethics of AI. 
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